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ABSTRACT: The Li+−BF4− and BF4
−−BF4− interactions are studied using second order

perturbation theory (MP2) and coupled cluster singles and doubles approach, including the
effect of connected triples, CCSD(T). The MP2 and CCSD(T) results are in excellent
agreement. Using only the MP2 approach, the interactions of Li+ with bis-
(trifluoromethane)sulfonimide anion (TFSI) and Li+ with bis(fluorosulfonyl)imide anion
(FSI) are studied. The results of these high level calculations are compared with density
functional theory (DFT) calculations for a variety of functionals and with the APPLE&P
force field. The B3LYP approach well reproduces the accurate calculations using both a
small and large basis set. The M06 and M06L functionals in the larger basis set are in good
agreement with the high level calculations. While the APPLE&P force field does not outperform the best functionals, the
APPLE&P results agree better with the accurate results than do some of the functionals tested.

I. INTRODUCTION

Computational power has grown at astounding rates for a
considerable length of time. One component of portable
computing that has not shown the impressive increase is
batteries. The use of lithium metal anodes offers the possibility
of dramatically increasing battery performance. One critical
component that is needed to make this a reality is controlling
the Li dendrite growth. Recent work using ionic liquids has
shown some promise in dendrite suppression.1,2 Finding the
ideal ionic liquid is a nontrivial task due to the enormous
number of possible ionic liquids. Computational modeling
could be very helpful in this regard; by modeling the systems
that have been studied experimentally, it should be possible to
understand why some ionic liquids work better than others.
Using this knowledge should enable the optimal choices of
systems to be studied experimentally. Such computational
studies have begun using the molecular dynamics (MD)
approach. The MD calculations rely on evaluating the energy of
a system at many atomic positions. Since it is prohibitively
expensive to evaluate the energy using accurate computational
methods for each geometry in a MD simulation, a simple
function of the energy is used. The function can be based on
experimental and/or computational data. The accuracy of this
potential function clearly determines the accuracy of the entire
simulation.
In ionic liquids, the most important interactions are the

charge−charge terms. However, the interaction of the ions
induces a distortion or polarization of the neighboring ions.
This polarization is important in accurately describing the

interaction energy of ions. Therefore, it is difficult to capture
the anion−cation energetics using a classical energy function.
However, simulations of ionic liquids that include polarization
terms in the potential have been shown3 to be in excellent
agreement with experiment. While the results obtained for pure
ionic liquids are excellent, simulations including Li+ are
noticeably less accurate.4

In this work, we consider the interaction of Li+ with the BF4,
FSI, and TFSI anions as a function of level of theory. We
should note there have been several previous studies4−8 of
these systems, where different DFT functionals were compared
with experimental infrared spectra and with more traditional ab
initio methods. While we study some of the systems using the
same or similar methods, our goal is to provide the best
estimate possible for the binding energies of these systems and
to provide a systematic assessment of the accuracy of different
density functionals and the choice of basis set. This will help
determine the most reliable computational approach to
generate data to develop new potentials and/or to test
potentials for their reliability. In particular, we assess the
reliability of the atomistic polarizable potential for liquids,
electrolytes, and polymers (APPLE&P) force field recently
developed by Borodin and co-workers.9 On the basis of this
calibration, extensive simulations of ionic liquids for Li battery
applications were performed10 using the APPLE&P force field
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and the results were found to be in excellent agreement with
the available experimental data.

II. METHODS

Density functional theory calculations were performed using a
variety of functionals. Those used include the following: the
hybrid11 B3LYP12 functional, the B3LYP functional with the
dispersion term of Grimme,13 which we denote as B3LYP+D,
the Becke exchange function14 with the Perdew−Wang15

correlation functional (BPW91), the Perdew−Wang exchange
and correlation functional (PW91PW91), and the M05,16

M06,17 and M06L18 functionals of Truhlar and co-workers. In
addition, more traditional methods for accounting for electron
correlation were used; these include second order Møller−
Plesset perturbation theory (MP2) and coupled cluster singles
and doubles approach,19 including the effect of connected
triples determined using perturbation theory,20 CCSD(T). The
results of the ab initio calculations are compared with those
obtained using the APPLE&P force field.9 For LiBF4, we also
use a modified version of this force field, which is denoted e44.
The e44 force field parameters are included in the Supporting
Information.
The DFT calculations are performed using the 6-31+G** set

of Pople and co-workers21 and the augmented correlation
consistent polarized triple-ζ (aug-cc-pVTZ) set of Dunning and
co-workers.22,23 The MP2 and CCSD(T) calculations are
performed using the aug-cc-pVTZ and quadruple and quintuple
zeta analogues, aug-cc-pVQZ and aug-pV5Z, respectively. The
MP2 and/or CCSD(T) calculations are extrapolated to the
complete basis set limit (CBS) using the X−3 approach of
Helgaker et al.24 The Gaussian 09 program25 was used for all of
the calculations except those involving the APPLE&P force
field, which were preformed with a modified version of
LAMMPS.26

Unless otherwise noted, all of the geometric parameters have
been fully optimized. For the ab initio techniques, the harmonic
frequencies were computed to ensure that the structures
correspond to minima. The binding energies reported do not
include zero-point energy, since we are unable to easily obtain
vibrational frequencies for the APPLE&P results.

III. RESULTS AND DISCUSSION

A. Li+(BF4
−)n, n = 1−4. The optimized structures of

Li+(BF4
−)n, n = 1−4, are shown in Figure 1. The equilibrium

geometry for the Li+BF4
− has two F atoms pointing at the Li+;

that is, the system has a bidentate or η2 coordination, with C2v
symmetry. The η3 coordination is slightly (0.7 kcal/mol) less
favorable than the η2, while the η1 is much less (18.3 kcal/mol)
favorable; see Table 1. We should note that the η1 case is not a
stationary point, having two imaginary frequencies. While the
η2 and η3 structures have similar Li−B bond lengths, not
surprisingly, the η1, with one F pointing at the Li+, has a
significantly longer Li−B bond distance.
Next we evaluate the Li+−BF4− interaction energy at the

optimal Li−B bond lengths for the η2 and η1 systems. At the
η2 Li−B distance, the η1 system is almost 300 kcal/mol above
the η2 system, compared to 18.3 kcal/mol if each is at its own
equilibrium distance. The huge decrease in the interaction
energy for η1 at the shorter Li−B bond length is due to the Li−
F repulsion arising from the very short Li−F distance. Of even
more interest are the relative binding energies at the long η1
Li−B distance, where the η1 system is below both the η2 and

η3 configurations. That is, the η1 coordination is favored at
long r values.
The equilibrium structure for Li+(BF4

−)2 has both BF4
− units

with η2 coordination, and the two BF4
− ligands are staggered

with respect to each other, yielding D2d symmetry. The energy
separation between the η2 and η3 coordinations of Li+(BF4

−)2
is more than twice that found for the analogous separation in
Li+−BF4−; see Table 1. This is due to the larger BF4

−−BF4−
repulsion for the η3 coordination. Note that we evaluate the
BF4

−−BF4− repulsion by removing the Li+ and comparing the
(BF4

−)2 energy with twice that of BF4
−. Unlike the η3

coordination, the separation between the η1 and η2
coordination is very similar for the Li+−BF4− and Li+(BF4

−)2
systems, 18.7 vs 18.3 kcal/mol. This arises because the η1
coordination of Li+(BF4

−)2 has 10.9 kcal/mol less BF4
−−BF4−

repulsion than the η2 case. The larger BF4
−−BF4− repulsion in

the η2 case is clear from the increase in the η2 bond length
when the second BF4

− is added. This increase in bond length
reduces the electrostatic interaction by about 5 kcal/mol. Since
the η1 has a much longer bond length, the repulsion is smaller
than that for the η2 and not surprisingly the Li−B distance does
not change significantly when the second BF4

− is added.
The equilibrium structure for Li+(BF4

−)3 has all three BF4
−

units with η2 coordination. Compared with Li+(BF4
−)2, the

three ligands undergo a rotation about the Li−B axis to reduce
the BF4

−−BF4− repulsion, which results in D3 symmetry. We
found a structure with two η2 and one η1 coordination to be
only 1 kcal/mol higher in energy. As shown in Table 1, this
mixed case has a smaller BF4

−−BF4− repulsive energy, but the
reduced repulsion is not sufficient to overcome the more
favorable Li+−BF4− interaction associated with η2. Also, note
that the Li−B distance increases by much more for the η2
configuration when the third ligand is added, which reduces the

Figure 1. Optimal geometry of Li+(BF4
−)n species.
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favorable Li+−BF4− electrostatic interaction more for η2 than
for η1.
As is clear from Figure 1, there is a change in BF4

−

orientation for Li+(BF4
−)4 where all four ligands have an η1

orientation, resulting in Td symmetry. For this system, we were
able to find two additional minima: the first with three η1
ligands and one η2 ligand and the second with two η1 and two
η2 ligands. The ligand−ligand repulsion for these two cases is
larger than that for the most stable isomer. When four ligands
are present, the ligand−ligand repulsion becomes the most
important factor in determining the equilibrium structure.
Note, for this system, the repulsion has become so important
that the bond length of both the η1 and η2 ligands increases
relative to the Li+(BF4

−)3.
B. BF4

−−BF4− Repulsion. As noted in the previous
subsection, the BF4

−−BF4− repulsion plays an important role
in determining the optimal structure of the Li+(BF4

−)n systems.
Therefore, we calibrate this repulsive interaction, which is
computed as the energy of two BF4

− ions as a function of the
r(B−B) distance minus twice the energy of a single BF4− ion. In
these calculations, the orientation of the two BF4

− species is the
same as that in Li+(BF4

−)2, the B−B distance is fixed, and all
other parameters are optimized. The exception to this
procedure is the MP2 calculations in the aug-cc-pVQZ and
aug-cc-pV5Z basis sets and the CCSD(T) calculations, where
the geometric optimization is quite expensive, and therefore the
MP2 aug-cc-pVTZ geometries are used. The plot of the
potentials for the DFT functionals in the two different basis sets
is compared with the 1/r electrostatic potential, the APPLE&P
force field, and the traditional MP2 and CCSD(T) methods in
Figure 2. Several facts are obvious from this plot: (1) For r
values greater than about 6.5 Å, all of the potential curves,
excluding the APPLE&P, are the same. (2) At r values less than
6.5 Å, the computed potentials are below the electrostatic
potential because the molecules polarize away from each other,
which reduces the repulsion. (3) At r values less than 5.5 Å,
there is some small difference between the different methods.
(4) The APPLE&P results differ somewhat from the other
methods. Namely, in the 6−7 Å region, the APPLE&P results
are below the other methods. From about 4.5 to 5.5 Å, the

APPLE&P results are above the other methods, while at r
values shorter than 4 Å the APPLE&P becomes increasingly
less repulsive with decreasing r compared to the other methods.
To quantify these differences, the energies are summarized

for two r values, 5.7 and 4.0 Å, in Table 2. For the MP2 and
CCSD(T) approaches, the change in interaction energy with
basis set improvement is very small. Improving the basis set
reduces the basis set superposition error (BSSE) that increases
the repulsion but also introduces more polarization that can
reduce the repulsion. These changes are as expected, and we
extrapolate the CCSD(T) results to the complete basis set limit
(CBS) using the aug-cc-pVTZ and aug-cc-pVQZ energies. At
5.7 Å, all of the methods are in good mutual agreement. At 4.0
Å, the difference between the different methods and between
the two basis sets is larger. Now the largest error is 3.3 kcal/mol
for the BPW91 approach in the small basis set. This error is
more than 10 times that found at 5.7 Å.

Table 1. Summary of Li+(BF4
−)n, n = 1−4, B3LYP+D/6-31+G** Calculationsa

re(Li−B)

one BF4 η2 η3 η1 ΔE(re)b ΔE(η2 re)
c ΔE(η1 re)

d

η2 2.37 0.0 0.0 0.0
η3 2.20 0.7 11.8 7.1
η1 3.21 18.3 297.1 −16.6

repulsion
two BF4 re(Li−B) ΔE(re) total Δ
η2 2.48 0.0 73.2 0.0
η3 2.31 5.1 77.3 4.2
η1 3.22 18.7 62.3 −10.9
three BF4
three η2 2.64 0.0 0.0
two η2 one η1 2.64 3.34 1.0 −10.2
four BF4
four η1 3.50 0.0 0.0
three η1 one η2 2.71 3.55 3.5 12.9
two η1 two η2 2.72 3.62 6.8 27.4

aThe re values are in Å, while the relative energies are in kcal/mol. The structures are labelled by their coordination number, i.e., ηn means that n F
atoms are interacting with the B atom. bThe relative energies with each structure at equilibrium. cThe relative energies when all structures use the
Li−B distance of the η2 structure. dThe relative energies when all structures use the Li−B distance of the η1 structure.

Figure 2. BF4
−−BF4− interaction energy as a function of B−B

distance. The 1/r electrostatic repulsion and the APPLE&P curves are
labeled, while the remaining curves are the ab initio methods described
in the text.
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Our molecular dynamical simulations10 show that the BF4
−−

BF4
− radial distribution function (g(r)) is extremely small for r

values shorter than 5 Å at room temperature, and even at
higher temperatures, g(r) is very small at r values where the
methods tested in this work differ. Therefore, the difference
between the APPLE&P and other methods for describing the
BF4

−−BF4− interaction at short r is probably unimportant for
most applications.
C. Li+−BF4− Interaction. The first series of calibration

calculations for Li+−BF4− uses the MP2 and CCSD(T)
approaches in conjunction with the cc-pV basis sets to study
the η2, η3, and η1 configurations. The geometry is optimized at
the MP2/cc-pVTZ level unless otherwise noted. The MP2
results as a function of basis set are shown in the top of Table 3.
The cc-pVTZ basis set has a sizable BSSE of about 5 kcal/mol
that varies somewhat with orientation. As expected, adding the
diffuse functions (i.e., aug-cc-pVTZ) improves the description
of the anion and reduces the BSSE by more than 4 kcal/mol.
Expanding the basis set to aug-cc-pVQZ increases the binding
energy and reduces the BSSE. The aug-cc-pV5Z reduces the
BSSE slightly, and the binding energies hardly change
compared with the aug-cc-pVQZ set. We compute the CBS
limit for two choices of basis set and both with and without the
BSSE correction. If the extrapolations were perfect, all four
methods would yield the same results, and an inspection of the
table shows that there is reasonable agreement between the
CBS values. The best values are those obtained using the two
largest basis sets.

We optimized the geometry at the MP2/aug-cc-pVTZ level
and found a maximum difference of 0.03 kcal/mol compared
with using the MP2/cc-pVTZ geometry. That is, the diffuse
functions are needed to obtain accurate binding energies but
are not needed to get reliable geometries.
We perform CCSD(T) calculations to see the effect of higher

levels of correlation than found in the MP2. We find that the
CCSD(T) results using the aug-cc-pVTZ basis set differ by a
maximum of 0.29 kcal/mol from the MP2. Expanding the basis
set to aug-cc-pVQZ increases the binding energy slightly, but
the difference between the CCSD(T) and MP2 results in the
aug-cc-pVQZ basis is similar to those in the aug-cc-pVTZ basis
set. Clearly higher correlation is not very important in these
electrostatically bound systems. Extrapolating the CCSD(T)
results to the basis set limit yields very similar binding energies
for the with and without BSSE correction results. We take the
CCSD(T) CBS value as our best result.
Our best estimate for the Li+−BF4− binding energy puts us in

a position to evaluate the accuracy of the DFT approaches. We
consider two basis sets and seven different functionals. The
geometry is optimized for all combinations of basis set and
functional. These DFT results are compared with our best
estimate in Table 4. We report the average absolute difference,
|E̅|, between our DFT results and our best estimate. In the
smaller 6-31+G** basis set, the B3LYP+D appears to be too
strongly bound, while the BPW91, M06, and M06L are too
weakly bound. The other three functionals agree with the best
estimate to better than 1 kcal/mol. The results obtained using
the large aug-cc-pVTZ basis paint a different picture; the three
functionals that performed well in the small basis set, the
B3LYP, PW91PW91, and M05, are now overbound by 2−3
kcal/mol. The best agreement with the CCSD(T) CBS value
are for the M06 and M06L functionals. Our study of the
Li+(BF4

−)n clusters showed that the η1 and η2 coordinations
are probably the most important, and therefore, it is important
that the difference in stability of these two coordinations be
accurate. Excluding the B3LYP+D approach, this seems to be
the case. The dispersion accounted for in the B3LYP+D
increases with coordination, as expected, and therefore, the +D
term stabilizes the η3 > η2 > η1.
The APPLE&P results are given at the bottom of Table 4.

The APPLE&P yields similar binding energies for the η2 and
η3 systems, which is consistent with all other methods;
however, the APPLE&P has the η3 more stable than the η2.
The η1 is less strongly bound than the other two
configurations, as found at all other levels of theory. The
difference between the APPLE&P results and our best estimate
is larger than desirable. Borodin and co-workers27 used the η1,
η2, and η3 configurations in the development of the APPLE&P
force field and noted the same limitations. This led to the
development of a new version of the force field, denoted e44,
and results using this version are also reported in Table 4. As
can be seen, this version reduces the average error; the error in
the η2 and η3 structures is reduced significantly, while the error
in the η1 increases.

D. FSI and TFSI. We next consider the interaction of Li+

with bis(trifluoromethane)sulfonimide anion, (CF3SO2)2N
−,

and bis(fluorosulfonyl)imide anion, (FSO2)2N
−; these anions

are commonly called TFSI and FSI, respectively. At the B3LYP
+D/6-31+G** level, the geometries of Li+TFSI− and Li+FSI−

were optimized, and several local minima for each were found.
Five optimized structures for Li+TFSI− are shown in Figure 3.
In the first two TFSI configurations, the Li has an η2

Table 2. Summary of Results for BF4
−−BF4− Interaction for

r(B−B) Values of 5.7 and 4.0 Å, in kcal/mol

r(B−B)

5.7 4.0

energy ΔE energy ΔE

electrostatic 58.3 2.5 83.0 9.5
6-31+G**

B3LYP 56.0 0.2 75.0 1.5
B3LYP+D 55.7 0.0 72.6 −0.9
BPW91 56.0 0.3 76.8 3.3
PW91PW91 55.5 −0.2 73.9 −0.2
M05 55.8 0.0 73.2 −0.3
M06 55.9 0.1 74.7 1.2
M06L 56.1 0.3 74.1 0.6

aug-cc-pVTZ
B3LYP 55.9 0.1 74.8 1.3
B3LYP+D 55.6 −0.2 72.4 −1.1
BPW91 55.9 0.1 76.4 2.9
PW91PW91 55.4 −0.4 73.6 −0.4
M05 55.8 0.1 73.2 −0.3
M06 55.7 0.0 73.9 0.4
M06L 55.8 0.0 73.1 −0.5
MP2 aug-cc-pVTZ 55.6 −0.1 73.1 −0.4
MP2 aug-cc-pVQZ 55.7 −0.1 73.5 0.0
MP2 aug-cc-pV5Z 55.7 0.0 73.6 0.1
CCSD(T) aug-cc-pVTZ 55.6 −0.1 72.8 −0.7
CCSD(T) aug-cc-pVQZ 55.7 −0.1 73.2 −0.3
CCSD(T) CBSa 55.7 0.0 73.5 0.0

APPLE&P 55.1 −0.6 72.5 −1.1
APPLE&P(e44) 56.0 0.3 74.4 0.9

aThe complete basis set limit as extrapolated from the CCSD(T) in
the aug-cc-pVTZ and aug-cc-pVQZ basis sets.
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coordination with the oxygen atoms in the TFSI, which can
have a cis or trans configuration of the two CF3 groups. The
third structure has the Li with an η3 configuration. The last two
structures have the Li coordinated with the central N atom with
the TFSI having either a cis or trans configuration. We optimize
the geometry and evaluate the binding energies using several
other functionals in the small and large basis sets. We note that
for many of the approaches the η3 structure collapses to an η2
structure. The binding energies of these five structures are given
in Table 5. The order of the binding energies is η2 trans > η2
cis (>η3) > N trans > N cis. The four optimized structures for
Li+FSI− are shown in Figure 4. They involve bridge or end-on
bonding, with the FSI having either a cis or trans conformation.
The bridge forms of Li+FSI− are more stable than the end-on
forms. The cis confirmation is more stable than the trans for the
bridge, but the trans is more stable for the end-on; see Table 5.
In addition to optimizing the MP2 geometry using the aug-

cc-pVTZ set, we also perform the MP2 calculations using the
B3LYP+D/6-31+G** geometry. The MP2 CBS limit is
determined using the aug-cc-pVTZ and aug-cc-pVQZ basis
sets. We note that using the fixed geometry introduces an error
of less than 1 kcal/mol in the binding energies. This suggests

that, when the MP2 geometry optimization is prohibitively
expensive, the B3LYP+D geometry can be used with only a
small loss in accuracy. Given the small effect of higher levels of
correlation in LiBF4 and the similar electrostatic bonding, we
suspect that the MP2 CBS limit binding energies for Li+−
TFSI− and Li+−FSI− are accurate. Using the MP2/aug-cc-
pVTZ CBS values, we computed the average absolute error for
the systems studied; note we do not include the η3 results
when we compute the average absolute errors, since it is not a
minimum at most levels. For the largest basis set, the smallest
errors are for BPW91 and M06L. The error for the M06 is only
slightly larger. For the small basis set, five functionals have
errors of less than 2.5 kcal/mol.
The APPLE&P results for TFSI and FSI using the B3LYP

+D/6-31+G** geometries are in good agreement with the
MP2 CBS values. For TFSI, the APPLE&P force field correctly
places the η2 trans and η2 cis very close in energy, with the η3
and N bonding cases higher in energy. For FSI, the APPLE&P
force field correctly finds the bridge to be more stable than the
end-on, but the trans conformation of the FSI is slightly below
the cis. The bridge binding energies are in very good agreement
with the MP2 CBS values. The average absolute error for the

Table 3. MP2 and CCSD(T) Calibration Calculations for Li+−BF4−, in kcal/mola

cc-pV basis binding energy Δ-η2

method energy geo η1 η2 η3 η1 η2 η3

Effect of Basis Set Expansion on the MP2 Level at the cc-pVTZ Geometry
MP2 TZ TZ 129.39 147.65 146.28 18.26 0.00 1.37
BSSE TZ TZ 4.62 5.45 5.71
MP2-BSSE TZ TZ 124.76 142.20 140.57 17.43 0.00 1.63
MP2 aug-TZ TZ 125.06 142.21 140.56 17.15 0.00 1.65
BSSE aug-TZ TZ 0.44 0.80 0.85
MP2-BSSE aug-TZ TZ 124.62 141.41 139.71 16.79 0.00 1.70
MP2 aug-QZ TZ 125.82 142.71 140.83 16.88 0.00 1.87
BSSE aug-QZ TZ 0.28 0.42 0.46
MP2-BSSE aug-QZ TZ 125.55 142.29 140.37 16.74 0.00 1.91
MP2 aug-5Z TZ 125.84 142.69 140.79 16.86 0.00 1.90
BSSE aug-5Z TZ 0.16 0.24 0.24
MP2-BSSE aug-5Z TZ 125.67 142.46 140.55 16.78 0.00 1.91
MP2 CBS(TZ,QZ) TZ 126.38 143.07 141.03 16.69 0.00 2.04
MP2-BSSE CBS(TZ,QZ) TZ 126.22 142.93 140.86 16.71 0.00 2.06
MP2 CBS(5Z,QZ) TZ 125.85 142.68 140.74 16.83 0.00 1.93
MP2-BSSE CBS(5Z,QZ) TZ 125.81 142.63 140.73 16.82 0.00 1.91

Effect of Optimizing the Geometry at the MP2/aug-cc-pVTZ Level
MP2 aug-TZ aug-TZ 125.09 142.23 140.57 17.13 0.00 1.66
MP2-BSSE aug-TZ aug-TZ 124.65 141.43 139.72 16.78 0.00 1.71
ΔMP2 aug-TZ aug-TZ-TZ 0.03 0.02 0.01
ΔMP2-BSSE aug-TZ aug-TZ-TZ 0.03 0.02 0.01

Effect of Higher Levels of Correlation Treatment
CCSD(T) aug-TZ TZ 125.25 142.50 140.84 17.26 0.00 1.67
BSSE aug-TZ TZ 0.46 0.86 0.91
CCSD(T)-BSSE aug-TZ TZ 124.78 141.65 139.92 16.86 0.00 1.72
CCSD(T)-MP2 aug-TZ TZ 0.18 0.29 0.28
CCSD(T)-MP2-BSSE aug-TZ TZ 0.17 0.24 0.22
CCSD(T) aug-QZ TZ 126.04 142.99 141.08 16.96 0.00 1.91
BSSE aug-QZ TZ 0.25 0.39 0.42
CCSD(T)-BSSE aug-QZ TZ 125.78 142.61 140.66 16.82 0.00 1.95
CCSD(T)-MP2 aug-QZ TZ 0.21 0.29 0.25
CCSD(T)-MP2-BSSE aug-QZ TZ 0.24 0.32 0.28
CCSD(T) CBS TZ 126.61 143.35 141.26 16.74 0.00 1.91
CCSD(T)-BSSE CBS TZ 126.51 143.31 141.19 16.79 0.00 1.95

aAll geometries are taken from the MP2/cc-pVTZ or MP2/aug-cc-pVTZ sets, which are noted in the “geo” column.
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APPLE&P results is smaller than many of the DFT functionals
even in the largest basis set. For TFSI, optimizing the geometry
at the APPLE&P level improves the agreement for the N
bonding cases but leads to an overbinding of the η2 trans and
η2 cis cases. The η3 structure collapses to the η2 trans
structure, as found for many of the DFT approaches. For FSI,
optimizing the APPLE&P geometry slightly increases the
bridge binding energies while significantly increasing the end-
on binding energies. While the bridge binding APPLE&P
geometries are very similar to those obtained with the DFT
approaches, the end-on APPLE&P geometries are η1 instead of
the η2 configuration found at the DFT level; see Figure 4.
Starting from the APPLE&P η1 trans geometry, all seven of the
functionals in the 6-31+G** basis set, when optimized, return
to the end-on η2 configuration. The APPLE&P clearly yields
reasonable binding energies, but there are some differences
between APPLE&P and DFT approaches with respect to the
geometries of some of the complexes.

In Figure 5, the Li+−TFSI− potential is reported. We report
the potential where all parameters except the Li−TFSI center
of mass (CM) distance have been optimized and a potential
where the TFSI geometry is fixed at that of isolated TFSI− and
only the Li−CM has been varied. In addition to the computed
potentials, the electrostatic potential is plotted. This is
computed as −1/r + μ/r2, where μ is the dipole moment of
TFSI− computed at the CM and r is the distance between the
Li+ and the TFSI− CM, scaled by 1.00866. The scale factor
brings the computed potential into agreement with the
electrostatic potential at 10.444 Å. Both of the computed
potentials fall below the electrostatic potential, which includes
the charge−charge and charge−dipole terms at about 6 Å due
to polarization of the two fragments. As the Li−CM distance
decreases, the polarization increases and the difference between
the computed potentials and the electrostatic potential
increases. This continues until the charge distributions of the
two fragments begin to overlap at short distances, which leads
to a repulsion between the Li+ and TFSI−, that results in the
computed potentials rising above the electrostatic potential,
which includes only attractive terms. For the fixed geometries,
the APPLE&P and B3LYP potentials are very similar. When the
TFSI geometry is allowed to relax, the binding energy increases
as expected, but the APPLE&P potential becomes somewhat
broader than the B3LYP results. The results presented for Li+−
TFSI− are expected to be typical of Li+−anion systems. The
difference between the electrostatic and computed potentials
will depend on the polarizability of the anion, which affects the
size of the charge-induced dipole term. In this regard, we note
that McOwen et al.28 suggested reducing the polarizability of
oxygen in the APPLE&P force field. They proposed this to
decrease the Li+−TFSI− binding energy, thus bringing it into
better agreement with more accurate calculations. This should
also make the APPLE&P potential somewhat less broad, which
would also be consistent with the calculations performed in this
work.

Table 4. Summary of DFT Calibration Calculations, in kcal/mol, for Li+−BF4
− a

binding energy BE-best

η1 η2 η3 η1 η2 η3 |E̅|

Small Basis Set
B3LYP 125.7 142.4 139.9 −0.9 −1.0 −1.3 1.1
B3LYP+D 126.7 145.6 144.5 0.1 2.3 3.3 1.9
BPW91 122.9 139.4 137.8 −3.8 −3.9 −3.5 3.7
PW91PW91 125.3 142.4 140.7 −1.3 −1.1 −0.5 0.9
M05 126.0 142.4 140.1 −0.6 −1.0 −1.1 0.9
M06 123.9 140.2 138.4 −2.7 −3.2 −2.9 2.9
M06L 124.5 141.6 140.0 −2.2 −1.8 −1.3 1.7

aug-cc-pVTZ Set
B3LYP 128.3 145.2 143.0 1.7 1.8 1.7 1.7
B3LYP+D 129.2 148.3 147.1 2.6 5.0 5.8 4.5
BPW91 125.3 142.2 140.8 −1.3 −1.1 −0.5 1.0
PW91PW91 128.0 145.4 144.1 1.3 2.1 2.8 2.1
M05 129.2 146.2 144.4 2.6 2.8 3.1 2.9
M06 126.6 143.2 141.6 0.0 −0.2 0.3 0.2
M06L 126.9 143.6 142.1 0.3 0.2 0.9 0.5
BEST 126.6 143.4 141.3 0.0 0.0 0.0 0.0

APPLE&P 126.0 147.4 149.0 −0.6 4.1 7.7
APPLE&P(e44) 122.2 141.6 142.3 −4.5 −1.8 1.0

aThe DFT geometry is optimized for each functional and basis set. The “best” results are the extrapolated CCSD(T) calculations from the previous
table. The APPLE&P force field results are also included for comparison.

Figure 3. B3LYP+D/6-31+G** optimized geometries for the
Li+TFSI− structures considered in this work.
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The final set of calibration calculations are for the Li−(FSI−)2
and Li−(TFSI−)2 systems. For Li−(FSI−)2, we find three
interesting minima, which are shown in Figure 6. All of the
structures have η2 coordination for each ligand; in one, the
bonding of both ligands is end-on to the Li+, while, in the other
two, the Li+ bridges both FSI anions. These two bridge binding
structures differ in the conformation of the FSI anions; in one
they are both cis, while in the other they are both trans. The
binding energies are summarized in Table 6. The binding
energies are bridge cis > bridge trans > end-one trans. This is
consistent with the results found for the Li+FSI−. Our best
value is the MP2 result extrapolated to the CBS limit. The
average absolute error is reported for all methods and
compared with the MP2 CBS values. For the small basis set,

we find the B3LYP, PW91PW91, and M05 functionals agree
very well with our best results. In the aug-cc-pVTZ basis set, the
best functionals are B3LYP, PW91PW91, M06, and M06L. It is
interesting that the B3LYP and PW91PW91 are among the best
for both basis sets. The APPLE&P results using the MP2/aug-
cc-pVTZ geometry have an average absolute error of 5.7 kcal/

Table 5. Comparison of the Results (in kcal/mol) for Li+TFSI− and Li+FSI− as a Function of the Basis Set and Method Useda

TFSI FSI

method basis η2 T η2 C η3 N T N C bridge T end-on T bridge C end-on C |E̅|

B3LYP 6-31+G** 139.6 138.5 b 129.9 129.2 135.8 118.6 137.1 118.2 2.0
B3LYP+D 6-31+G** 144.2 143.8 138.7 133.7 133.3 139.9 121.4 140.7 120.9 4.9
BPW91 6-31+G** 135.3 133.9 b 127.5 126.9 131.5 115.7 132.2 115.3 3.0
PW91PW91 6-31+G** 138.6 137.7 b 130.6 130.0 135.1 118.6 135.9 118.3 2.1
M05 6-31+G** 139.2 138.3 133.1 129.4 128.9 135.6 119.0 137.0 118.5 1.7
M06 6-31+G** 136.3 135.4 b 126.7 126.3 133.2 116.6 133.9 116.0 2.1
M06L 6-31+G** 135.8 135.1 130.5 127.0 126.8 132.6 116.3 133.4 115.8 2.3
B3LYP aug-cc-pVTZ 141.7 140.5 b 130.3 129.6 138.9 122.1 140.4 121.7 3.3
B3LYP+D aug-cc-pVTZ 146.3 145.9 140.8 134.2 133.6 142.7 124.7 144.0 124.2 7.1
BPW91 aug-cc-pVTZ 137.3 136.0 b 128.1 127.4 134.4 119.3 135.6 119.0 1.1
PW91PW91 aug-cc-pVTZ 140.9 139.9 b 131.4 130.7 138.1 122.5 139.4 122.1 3.3
M05 aug-cc-pVTZ 142.5 141.7 137.0 131.3 130.9 139.9 123.7 141.5 123.2 4.5
M06 aug-cc-pVTZ 139.5 138.7 b 128.6 128.2 136.8 120.8 138.3 120.3 1.6
M06L aug-cc-pVTZ 138.7 138.1 b 128.4 128.2 136.2 120.2 137.8 119.8 1.1
MP2 aug-cc-pVTZ 136.7 135.9 b 127.3 126.7 135.0 119.4 136.4 118.9 0.7
MP2c aug-cc-pVQZ 136.8 135.8 b 126.4 126.9 135.4 119.9 137.2 119.4 0.3
MP2c CBS 136.8 135.8 b 125.7 127.1 135.8 120.2 137.7 119.8 0.0
MP2d aug-cc-pVTZ 135.7 135.1 131.7 127.2 126.7 134.7 119.2 136.3 118.7 1.0
MP2d aug-cc-pVQZ 135.6 135.0 131.2 126.9 126.4 135.0 119.5 137.0 119.1 0.8
MP2d CBS 135.6 134.9 130.7 126.6 126.1 135.2 119.8 137.5 119.4 0.7
APPLE&Pd 135.1 134.7 128.8 122.2 121.4 136.2 113.1 135.6 112.5 3.6
APPLE&P 140.4 140.5 b 126.7 126.4 139.0 122.3 138.3 122.3 2.3

aThe geometry is fully optimized at each level of theory unless otherwise noted. “T” signifies the trans conformation of FSI or TFSI, while “C”
signifies the cis conformation. bCollapsed to η2 trans when optimized. cThe geometry is taken from the MP2/aug-cc-pVTZ calculation. dThe
geometry is taken from the B3LYP+D/6-31+G** calculation.

Figure 4. APPLE&P and B3LYP+D/6-31+G** optimized geometries
for the Li+FSI− structures considered in this work.

Figure 5. Comparison of the APPLE&P and B3LYP/aug-ccpVTZ
potentials for the Li+−TFSI− center of mass (CM) distance. Also given
is the electrostatic potential that includes the charge−charge and
charge−dipole terms.
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mol, which is reduced to 2.6 kcal/mol when the structures are
optimized. While the optimization increases the binding energy
of the bridges by 2.5 and 3.1 kcal/mol, it increases the binding
of the end-on by 14.4 kcal/mol. An inspection of the
APPLE&P optimized geometries shows only small changes
for the bridge structure, but the end-one changes from η2 for
both ligands to η1 for both ligands.
The Li+(TFSI−)2 results are summarized Table 7. For this

system, it would be very difficult to optimize the geometry at
the MP2 level using the aug-cc-pVTZ basis set. The Li+TFSI−

and Li+FSI− results in Table 5 show that using the B3LYP+D/
6-31+G* geometry instead of the MP2/aug-cc-pVTZ geometry
yields an average absolute error of 0.7 kcal/mol. We therefore
use the DFT geometry for the MP calculations. In this case, we

use three different DFT geometries, namely, the B3LYP+D/6-
31+G**, B3LYP+D/aug-cc-pVTZ, and B3LYP/aug-cc-pVTZ
geometries. The MP2 binding energies using the B3LYP+D/6-

Figure 6. B3LYP+D/aug-ccpVTZ optimized geometries for the
Li+(FSI−)2 considered in this work.

Table 6. Comparison of Results (in kcal/mol) for Li+(FSI−)2 as a Function of Basis Set and Methoda

BE BE-best

end-on T bridge T bridge C end-on T bridge T bridge C |E̅|

B3LYP/6-31+G** 162.4 180.3 182.1 −1.6 −0.7 −1.2 1.2
B3LYP+D/6-31+G** 171.2 189.5 190.1 7.2 8.5 6.8 7.5
BPW91/6-31+G** 157.0 172.3 173.5 −7.0 −8.8 −9.8 8.5
PW91PW91/6-31+G** 162.8 179.6 180.9 −1.2 −1.4 −2.4 1.7
M05/6-31+G** 164.7 182.7 184.6 0.7 1.7 1.3 1.2
M06/6-31+G** 159.9 178.3 179.2 −4.1 −2.8 −4.1 3.7
M06L/6-31+G** 159.5 177.6 178.5 −4.5 −3.5 −4.8 4.2

B3LYP/aug-cc-pVTZ 164.8 182.0 184.2 0.8 1.0 0.9 0.9
B3LYP+D/aug-cc-pVTZ 173.6 190.9 192.3 9.6 9.9 8.9 9.5
BPW91/aug-cc-pVTZ 159.6 174.1 175.9 −4.4 −7.0 −7.4 6.2
PW91PW91/aug-cc-pVTZ 165.4 181.3 183.2 1.4 0.3 −0.1 0.6
M05/aug-cc-pVTZ 168.8 186.0 188.2 4.8 5.0 4.9 4.9
M06/aug-cc-pVTZ 163.7 181.2 182.8 −0.3 0.2 −0.5 0.3
M06L/aug-cc-pVTZ 163.0 181.0 182.8 −1.0 0.0 −0.5 0.5
MP2/aug-cc-pVTZ 164.0 181.8 183.3 0.0 0.8 0.0 0.3
MP2/aug-cc-pVQZb 164.0 181.3 183.3 0.0 0.3 0.0 0.1
CBSb 164.0 181.0 183.3 0.0 0.0 0.0 0.0

APPLE&Pb 154.8 178.3 178.0 −9.1 −2.7 −5.3 5.7
APPLE&P 169.2 180.8 181.1 5.2 −0.2 −2.3 2.6

aThe geometry is fully optimized at each level of theory unless otherwise noted. “T” signifies the trans conformation of FSI or TFSI, while “C”
signifies the cis conformation. bThe MP2/aug-cc-pVTZ geometry is used.

Table 7. Comparison of Results (in kcal/mol) for
Li+(TFSI−)2 as a Function of Basis Set and Methoda

BE BE-best

end-on bridge end-on bridge |E̅|

B3LYP/6-31+G** 164.5 184.5 0.4 −1.0 0.7
B3LYP+D/6-31+G** 174.2 195.0 10.1 9.5 9.8
BPW91/6-31+G** 159.6 176.3 −4.5 −9.2 6.9
PW91PW91/6-31+G** 165.5 184.0 1.3 −1.6 1.4
M05/6-31+G** 166.7 187.0 2.6 1.4 2.0
M06/6-31+G** 161.9 183.0 −2.2 −2.6 2.4
M06L/6-31+G** 161.8 182.5 −2.3 −3.0 2.7

B3LYP/aug-cc-pVTZ 165.0 184.9 0.9 −0.6 0.7
B3LYP+D/aug-cc-pVTZ 174.7 195.1 10.6 9.5 10.1
BPW91/aug-cc-pVTZ 160.4 177.0 −3.7 −8.6 6.2
PW91PW91/aug-cc-pVTZ 166.3 184.5 2.1 −1.1 1.6
M05/aug-cc-pVTZ 168.9 189.0 4.8 3.4 4.1
M06/aug-cc-pVTZ 164.1 185.3 0.0 −0.3 0.2
M06L/aug-cc-pVTZ 163.3 185.0 −0.8 −0.5 0.7
MP2/aug-cc-pVTZb 164.0 184.8 −0.1 −0.7 0.4
MP2/aug-cc-pVTZc 164.2 185.4 0.1 −0.1 0.1
MP2/aug-cc-pVTZd 164.1 185.6 0.0 0.0 0.0

APPLE&P 169.9 183.3 5.8 −2.3 4.0
aThe geometry is fully optimized at each level of theory unless
otherwise noted. bThe geometry is taken from the B3LYP/aug-cc-
pVTZ calculation. cThe geometry is taken from the B3LYP+D/6-
31+G** calculation. dThe geometry is taken from the B3LYP+D/aug-
cc-pVTZ calculation.
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31+G** or B3LYP+D/aug-cc-pVTZ geometries were very
similar, while the MP2 binding energies obtained using the
B3LYP/aug-cc-pVTZ geometry were smaller. The MP2 results
at the B3LYP+D/aug-cc-pVTZ geometry had the largest
binding energy and are taken as our best value, and therefore,
the other methods are compared with them. In the small basis
set, the B3LYP and M05 have errors of 2 kcal/mol or less,
while, in the bigger basis set, the B3LYP, PW91PW91, M06,
and M06L functionals have average absolute errors smaller than
2 kcal/mol. The APPLE&P is in reasonable agreement with our
best estimates. As found in other cases, the APPLE&P optimal
geometry for the end-on orientation shows the same change
from η2 to η1 bonding compared with the DFT approaches. As
for the other systems, the bridge bonding cases have geometries
that are similar to that obtained by the DFT approaches.
E. Comparison of Systems. A summary of the errors for

all of the systems considered is reported in Table 8. The

performance of the methods depends on the basis set, as
expected. Four of the methods have average absolute errors of
less than 3 kcal/mol for all of the systems considered. These are
the B3LYP and M05 in the small basis set and the M06 and
M06L in the larger basis set. Overall, the M06L in the large
basis set has the smallest errors. Previous work29−31 also
concluded that the M06L is the functional that is in the best
agreement with higher levels of theory. We should also note
that the geometry optimization of the M06L routinely required
fewer steps than the M06 optimization, which is an additional
reason favoring the M06L over the M06.
Adding the dispersion in the B3LYP+D approach increases

the binding energy, which increases the error compared to the
B3LYP approach. This implies that there is some cancellation
of errors in the B3LYP approach, since it has a smaller error
even though it does not include dispersion. However, the MP2
energies for the Li+−(TFSI−)2 systems suggest that the B3LYP
+D geometries may be superior to those at the B3LYP level
despite the overbinding. It is interesting to note that some

functionals show a significant variation in performance. For
example, the BPW91 in the large basis set does very well for
Li+−BF4− and Li+−(T)FSI− but has a significant error for the
cases with two anions, namely, BF4

−−BF4− and Li+−((T)-
FSI−)2. Presumably the anion−anion interaction is not as well
described as the cation−anion interaction. The errors for
PW91PW91 in the large basis set suggest the opposite
performance, where the cases with two anions perform better
than those with only one anion. The APPLE&P performs
reasonably well compared with the DFT approaches. While the
APPLE&P yields binding energies that are in good agreement
with the most accurate calculations, the finer points, such as the
energy difference between different isomers, can be less reliable.
For example, the APPLE&P has the η3 orientation of Li+−BF4−
as the most stable, while all other methods have the η2 as the
most stable. For two TFSI or two FSI anions, the APPLE&P
appears to reduce the difference in energy between the end-on
and bridge configurations. Associated with the reduction in
energy is a change in configuration for the APPLE&P, which
yields an η1 configuration, while the DFT yields η2 in some
cases. However, we note that this change in geometry is not for
the most stable isomer.

IV. CONCLUSIONS

For BF4
−−BF4− and Li+−BF4−, we are able to extrapolate the

CCSD(T) calculations to the complete basis set limit. The CBS
MP2 results are in excellent agreement with the CBS CCSD(T)
values. For the Li+ interaction with one or two FSI and TFSI
anions, the CCSD(T) calculations are not practical and only
MP2 calculations are performed. On the basis of the results for
the BF4 systems, we believe that the MP2 results are still very
reliable for the FSI and TFSI systems as well. We compare our
best results to DFT results obtained using two basis sets and a
variety of functionals. Overall, the B3LYP and M05 functionals
appear to be the best choice for the small basis set, while the
M06 and M06L functionals are the best choice for the large
basis set. While the errors are very similar for the M06 and
M06L functionals, the M06L seems to optimize the geometry
in fewer steps than the M06, and therefore is the method of
choice in the large basis set. The APPLE&P is in reasonable
agreement with our best calculations, and in many cases, it
outperforms some of the DFT functionals.
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Table 8. Summary of the Average Absolute Errors (in kcal/
mol) for the Different Functionals in the Two Basis Setsa

Li+−(T)FSI− Li+−(FSI−)2 Li+−(TFSI−)2
small big small big small big

B3LYP 2.6 3.3 1.2 0.9 0.7 0.7
B3LYP+D 4.9 7.1 7.5 9.5 9.8 10.1
BPW91 3.0 1.1 8.5 6.2 6.9 6.2
PW91PW91 2.1 3.3 1.7 0.6 6.9 1.6
M05 1.7 4.5 1.2 4.9 2.0 4.1
M06 2.1 1.6 3.7 0.3 2.4 0.2
M06L 2.3 1.1 4.2 0.5 2.7 0.7
APPLE&P 2.8 2.6 4.0

BF4
−−BF4− Li+−BF4− all

small big small big small big

B3LYP 1.5 1.3 1.1 1.7 2.6 3.3
B3LYP+D 0.9 1.2 1.9 4.5 9.8 10.1
BPW91 3.3 2.9 3.7 1.0 8.5 6.2
PW91PW91 0.2 0.4 0.9 2.1 6.9 3.3
M05 0.3 0.3 0.9 2.9 2.0 4.9
M06 1.2 0.4 2.9 0.2 3.7 1.6
M06L 0.6 0.5 1.7 0.5 4.2 1.1
APPLE&P 1.1 4.2 4.2

aThe APPLE&P is also reported.
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